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Abstract
Sustainability in computing is critical as environmental con-
cerns rise. The cloud industry’s carbon footprint is signifi-
cant and rapidly growing. We show that dynamic geospatial
shifting of cloud workloads to regions with lower carbon
emission energy sources, particularly formore portable cloud
workloads such as serverless applications, has a high poten-
tial to lower operational carbon emissions. To make the case,
we build a comprehensive framework called Caribou that
offloads serverless workflows across geo-distributed regions.
Caribou requires no change in the application logic, nor on
the provider side. It dynamically determines the best deploy-
ment plans, automatically (re-) deploys functions to appropri-
ate regions, and redirects traffic to new endpoints. In reduc-
ing operational carbon through fine-grained, function-level
offloading, Caribou does not undermine standard metrics
such as performance and cost. We show how this approach
can reduce the carbon footprint by an average of 22.9% to
66.6% across the North American continent. We demonstrate
how a detailed specification of location constraints (e.g., to
ensure compliance of one stage) can allow emission reduc-
tions for workflows (e.g., by offloading other stages). By
showcasing the feasibility of carbon-aware geospatial appli-
cation deployment, Caribou aims to push the boundaries
of system techniques available to curtail cloud carbon emis-
sions and provide a framework for future research.

CCS Concepts: • Computer systems organization →
Cloud computing; • Social and professional topics→
Sustainability.

Keywords: Sustainability, Geospatial Shifting, Carbon-Aware
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Figure 1. Serverless workflows by default have single-region
deployments. This paper explores dynamic carbon-aware
deployment, considering latency, cost, and data compliance.
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1 Introduction
The urgency of adopting sustainable computing practices
has become increasingly evident in light of global energy
disparities and the escalating environmental footprint of
technological advancements. Estimations from recent stud-
ies have put the Information and Communication Technol-
ogy (ICT) sector’s carbon footprint at approximately 1.5% to
4% [1, 16, 23, 74, 76] of worldwide carbon emissions. Addi-
tionally, US electricity demand is rising again after a plateau
around the mid-2000s, fueled mainly by the changes in com-
puting demand due tomore remote work, streaming, and arti-
ficial intelligence [31, 47, 73, 78]. Low-carbon energy sources
cannot fully cover this increase in power demand [82]. This
revelation underscores a critical need to address the carbon
emissions associated with cloud applications.
While providers increasingly claim carbon neutrality for

their operations, mostly by relying on Renewable Energy
Credits (RECs), this still falls short of ensuring the direct use
of renewable energy [2, 41, 66], as datacenters are tied to
their local power grid. Due to different energy sources, each
power grid has different carbon intensities, often fluctuating
over daily and seasonal periods. This opens an avenue for
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optimization by moving workloads to datacenters in low-
carbon intensity regions. Providers might reallocate work-
loads within regions to optimize for carbon efficiency [42, 80].
However, cross-regional shifts, that could yield more sub-
stantial carbon savings, are not pursued [22, 107] due to a
lack of tools for communicating and techniques for enforcing
various constraints such as regulatory or end-to-end latency.

Today’s complex cloud applications often face geographi-
cal constraints due to regulatory requirements, such as GDPR
in Europe, HIPAA in the US, or PIPEDA in Canada. In such
cases, the state of the practice is to deploy the entire applica-
tion to a "sticky" region, as shown in Fig. 1a. Even without
compliance requirements, the latency requirements can limit
geographical mobility. Emerging proposals for Sky Comput-
ing [19, 29, 106] enable multi-region and multi-cloud deploy-
ments, highlighting a shift towards more dynamism, but
currently falls short of considering carbon. A carbon-aware
framework must contend with the challenge of constantly
fluctuating carbon intensity across regions. Migrating work-
loads from one region to another (Fig. 1b & 1c) to leverage
low carbon swings, and doing so by considering latency, cost,
transmission carbon, and changing workload profiles adds
new dimensions to the problem. Additionally, data locality
cannot be ignored since accessing remote data incurs carbon,
latency, and potentially cost. In this regime, automation of
such distributed deployments becomes a necessity rather
than a luxury.
In response to the critical need for sustainable comput-

ing practices amidst growing environmental concerns, the
complexity inherent in modern cloud applications, and the
nascent opportunities for computational geospatial mobility,
this paper introduces Caribou1,2. Caribou is a framework
for multi-region serverless application deployment that ad-
dresses both the environmental footprint of cloud computing
and the regulatory and logistical challenges associated with
data mobility across geographical boundaries. In addition to
targeting carbon emissions of serverless, a popular cloud par-
adigm, Caribou is positioned as a case study of the potential
for serverless to serve as a model for sustainable cloud prac-
tices. In doing so, it contributes to the ongoing community
dialogue on the feasibility of integrating sustainability into
the fabric of cloud computing infrastructures. This paper
advances sustainable cloud computing with the following
key contributions:
• We introduce a comprehensive framework, called Cari-
bou, to help developers automatically deploy complex
serverless workflows across globally distributed regions.
• We show how to leverage the grid carbon intensity vari-
ations across regions to reduce the carbon footprint of
serverless workflows. This is the first framework to

1Carbon Aware SeRverless GeospatIal Balancing DeplOyment Utility
2Available at https://github.com/ubc-cirrus-lab/caribou

holistically consider the carbon effect of data trans-
mission, latency and cost implications of migration,
and overhead of the control logic.
• We conduct a comprehensive evaluation of Caribou on
the leading serverless offering, AWS Lambda. Using a
range of benchmark applicationswith real carbon intensity
data, we show that the framework can adapt to changing
carbon intensity patterns and harness these differences
to reduce the carbon emissions of cloud applications—by
an average of 22.9% to 66.6% across the North American
continent.

2 Background and Motivation
This section motivates a comprehensive cross-regional de-
ployment framework.

2.1 Carbon Intensity Variances in Electrical Grids
Carbon intensity, measured in grams of 𝐶𝑂2-𝑒𝑞, represents
the equivalent carbon emission of different greenhouse gases
and their potential for global warming over a common time
period [77]. It is used to compare the environmental footprint
of different energy productionmethods. The carbon intensity
of different electrical grids can vary significantly due to the
energy sources and transmission efficiency of each grid [26,
80]. What does this mean for cloud systems? Let us consider
a leading cloud provider, Amazon Web Services (AWS), with
six public regions in North America [12]. Fig. 2 illustrates
the historical carbon intensity of four of these regions (ca-
west-1 rolled out in 2024, us-east-1, and us-east-2 are
on the same grid). It can be observed that:
• Grid carbon intensity varies widely due to the local energy
sources of each location. ca-central-1 enjoys low inten-
sity since its grid is mostly powered by hydroelectric [25].
us-east-1 and us-east-2 have the highest carbon in-
tensity but are favored due to their proximity to large
population centers. Switching from either of those to ca-
central-1 or to one of the western regions enables using
low-intensity grids. However, the former has data compli-
ance implications (data leaving the US to Canada), and the
latter incurs large data transmission overheads.
• Carbon intensity follows a diurnal pattern. This pattern is
amplified in us-west-1with a solar-heavy grid, leading to
much greater carbon intensity at night compared to days.
This motivates shifting workloads to daytime, or greener
regions (e.g., ca-central-1 with consistently low carbon
intensity). The possibility of both depends on the nature
of the workload and its QoS expectations.
• Carbon footprints and patterns vary across nearby regions.
us-west-1 (California) and us-west-2 (Oregon) are ge-
ographically close but observe different carbon intensity
patterns.

These observations are even more pronounced globally, due
to the increased diversity of energy sources, full daily lag for
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Figure 2. The carbon intensity of four of the six public AWS locations in North America from July 2023 to January 2024. Two
week-long windows are chosen to better highlight short-term variability. (source: Electricity Maps [38])

solar generation, and opposite seasons in the northern and
southern hemispheres. Similarly, there are many other cloud
providers besides AWS operating globally.

2.2 State of the Art
The insights presented in §2.1 allude to optimization oppor-
tunities to reduce the carbon footprint of cloud workloads.
The most straightforward is making static decisions, such as
prioritizing low-carbon regions for building new datacenters
or determining regions based on provider-reported carbon
efficiency (Salesforce reported prioritizing locations based on
Google’s reported carbon efficiency metric [57]). However,
such static approaches can only bring about slow positive
change and fall short of mitigating the exponential rise in car-
bon footprint associated with cloud services. Orthogonally,
two classes of dynamic resource provisioning techniques
offer paradigm change in carbon-aware optimizations in the
cloud: temporal and geospatial workload shifting.
Temporal shifting leverages the variability in carbon in-

tensity or load in a region over time by delaying the exe-
cution of latency-tolerant workloads to periods with lower
carbon intensity. Recent studies have showcased its high
potential as well as inherent constraints for carbon reduc-
tion [32, 46, 62, 64, 81, 87, 103]. Conversely, geospatial shift-
ing deploys workloads in locations with lower carbon inten-
sity, offering potential benefits to different classes of appli-
cations and broadening the optimization space. While not
a new idea [4, 91, 114], geospatial shifting is only gaining
serious research traction recently [29, 113] with additional
work focused on its limitations and benefits [95, 96]. Unsur-
prisingly, geospatial shifting involves additional operational
challenges around workload and data migration; the cost,
performance, and carbon overhead of these can surpass the
gains if done naively.
Prior research on geospatial shifting has predominantly

viewed the challenge through the lens of cloud providers and
workload balancing [3, 4, 26, 60, 61, 99, 111]. Some providers
report to migrate internal workloads geospatially to reduce

emissions [43]. This feature is currently not offered to end-
users. Migrating client workloads beyond the boundaries of
one region remains a complex, underexplored frontier.

2.3 Viability of Geospatial Shifting
The feasibility of geospatial shifting hinges on a myriad of
factors, each with its own set of implications.
Compatibility: The varying hardware and software com-
patibility between cloud providers and between regions of
the same provider can preclude the migration of workloads.
Cost: A viable geospatial shifting strategy must take into
account the cost implications of migration. There are dif-
ferences in the cost of computation between providers and
even across regions of the same provider [75]. There are
also cost implications for data transfer, in the form of egress
fees [49, 55] charged even for intra-provider transfers.
Latency: The latency variation introduced by different hard-
ware, software, and loads (relative pressure by co-tenants) in
various regions and the transmission latency due to sticky
data or traffic source/sink cannot be ignored.
Carbon:A geospatial shifting strategy aware of or optimized
for carbon footprint reduction must consider the balance be-
tween carbon savings from shifting computing, the carbon
cost of data transmission, and any added operational over-
head, where the carbon savings from offloading execution
might not justify the transmission or overhead carbon costs.
Compliance: It is crucial to consider legal and political
boundaries, such as data residency laws. These impose re-
strictions on certain data/compute movements, necessitating
a fine-grained deployment framework capable of navigating
these complexities.
Complexity:Modern cloud applications are complex net-
works of interconnected services and dependencies within
and beyond application boundaries. Accounting for this com-
plexity is crucial for a viable shifting solution.
The need for a holistic approach. A viable geospatial
shifting strategy must consider these complex and dynamic
factors. These factors vary between different applications,
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Figure 3. Text2Speech Censoring Serverless Application.
Dashed functions and edges are off the critical path and can
be offloaded without increasing end-to-end latency.

at different times, and for different users. Therefore, a holis-
tic solution that intricately balances the trade-offs between
carbon efficiency and the operational intricacies of complex
cloud applications is desired.

2.4 Serverless: A Great Candidate for Geo-Shifting
Given the diverse service models offered by cloud service
providers, it is almost impossible to devise a one-size-fits-all
framework to universally unlock the potential of geospatial
shifting. As "perfect is the enemy of good", we believe the field
would benefit from paving the way with a focus on a suitable
cloud workload first, to develop necessary techniques and
uncover challenges. With this philosophy, this work inves-
tigates one of the most suitable cloud service models for
geospatial shifting: serverless. Here is why we believe so:
1. Serverless is a popular paradigm, currently used by the

majority of organizations using cloud [33]. Serverless ap-
plications are more energy-hungry than native execution
(more than 15x [90]), ideal for emission reduction.

2. Serverless functions are primarily stateless, and storage
is often disaggregated from compute. This allows for fast
and reliable re-deployment to new regions.

3. Serverless functions are short-lived and popular applica-
tions with high traffic volume [51, 65, 89]. For frequently
invoked, lightweight workloads (e.g., serverless), rapid
learning from past executions and tolerating suboptimal
offloading are far simpler than with infrequent, heavy-
weight workloads (e.g., training recommendation models
on GPU clusters).

4. The complexity of serverless applications is on the rise. For
instance, serverless directed acyclic graph (DAG) adoption
in Azure grew 600% between 2019 and 2022 [65]. Increased
complexity presents opportunities for exploitation, such
as the ability to delay execution of functions not on the
critical path of latency [86].

To illustrate the challenges described in §2.3, let us intro-
duce an example workflow that turns text input into speech
while censoring profanity (Fig. 3). Each text undergoes vali-
dation to ensure it contains no illegal content and is region-
restricted to minimize liability. The text is then turned into
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Figure 4. Caribou framework overview: Red indicates the
user-facing component and blue represents framework com-
ponents associated with geospatial shifting. Orange shows
raw data sources and yellow indicates data-processing.

speech and conversed into wav format. The workflow identi-
fies profanities in parallel. The longer path is computation-
ally more expensive and is on the application’s critical path,
limiting the ability to offload with stringent QoS constraints
due to network latency. A fine-grained offloading framework
can (depending on input) assign the profanity identification
task to lower carbon regions with no QoS violations.

3 Caribou: A Holistic Framework for
Geospatial Shifting

To leverage the grid carbon variations across regions while
providing a feature-rich framework that enables a large host
of future research, we present Caribou, a middleware or-
chestration framework that transparently facilitates man-
aging the relationship between providers, developers, and
end-users. This Framework, illustrated in Fig. 4, provides the
required infrastructure to answer the following questions for
carbon-aware geospatial shifting of serverless workflows:
• Structure: What application structures (§4) can be de-
fined, and how does this structure relate to the geospatial
deployment?
• Policy: How (§5.1) and when (§5.2) should the frame-
work determine a new geospatial deployment that enables
the most, overhead aware, carbon reductions given the
workflow constraints?
• Enforcement: How to materialize the above policy to
geospatially deploy (§6.1) and invoke (§6.2)?
• Metrics:Whatmetrics (§7.1) should the policy rely on?
What data sources (§7.2) can provide those? What steps
are required to gather metrics from raw data?
• Interface: How to define intuitive and powerful APIs
and interfaces (§8) for such a framework?

Caribou is implemented in Python and Go, with 22K and
4.3K SLOC, respectively. All framework components can be



deployed as individual serverless functions. The components
interact asynchronously through a distributed key-value
store. The current implementation is fully tested on AWS,
the leading serverless provider.

4 Workflow Model
Caribou uses a workflow model that encompasses a broad
range of serverless applications, from those with a single
function to complex ones with many conditionally intercon-
nected functions. In doing so, we consider the structure, data,
and control flow of target applications as well as require-
ments for geospatial shifting. The structure of a workflow
is implicitly defined by a developer using our API (§8) and
a workflow is then extracted from the source code through
static code analysis at initial deployment of a workflow (§6.1).
A workflow is defined as a DAG 𝐺 = (𝑁, 𝐸), where 𝑁

is a set of nodes and 𝐸 is a set of edges. The edge 𝑒𝑖 𝑗 ∈ 𝐸

represents execution dependencies between nodes 𝑛𝑖 , 𝑛 𝑗 ∈
𝑁 where 𝑛 𝑗 depends on the execution of 𝑛𝑖 . Each source
code function (𝑠𝑘 ) can be associated with multiple execution
stages in the workflow. To make the workflow representa-
tion acyclic, each execution stage is represented as a separate
node (𝑛𝑖 ) in the DAG. Each node (𝑛𝑖 ) has an associated de-
ployment region 𝑟𝑖 ∈ 𝑅, where R is the set of regions. Let
𝜓 : 𝑁 ↦→ 𝑅 be the mapping of DAG nodes to regions, referred
to as a deployment plan (DP) in this paper.

Every node (𝑛𝑖 ) has a set of incoming and a set of outgoing
edges, 𝐸𝑖𝑛 (𝑛𝑖 ) and 𝐸𝑜𝑢𝑡 (𝑛𝑖 ), respectively. If 𝐸𝑖𝑛 (𝑛𝑖 ) = ∅, the
node is a start node. We only consider workflows with ex-
actly one start node since this is the most common structure.
Additionally, if |𝐸𝑖𝑛 (𝑛𝑖 ) | > 1, the node is a synchronization
node. Any edge 𝑒𝑖 𝑗 is annotated with a Boolean value that
captures if the edge is invoked (𝐶 : 𝐸 ↦→ {0, 1}).
Synchronization nodes: When invoking a synchroniza-
tion node 𝑛 𝑗 through 𝑒𝑖 𝑗 , the predecessor invocation of 𝑛𝑖
is required to atomically update an annotation associated
with 𝑒𝑖 𝑗 . After updating the annotation atomically, 𝑛𝑖 has
to check if the condition for executing 𝑛 𝑗 is true, and if so,
invoke 𝑛 𝑗 ; else do nothing. The condition for executing the
synchronization node is:
(∀𝑒𝑖 𝑗 ∈ 𝐸𝑖𝑛 (𝑛 𝑗 ),𝐶 (𝑒𝑖 𝑗 ) ≠ ∅) ∧ (∃𝑒𝑘 𝑗 ∈ 𝐸𝑖𝑛 (𝑛 𝑗 ) : 𝐶 (𝑒𝑘 𝑗 ) = 1)

(4.1)
This process is shown in the right section of Fig. 5, where 𝑛1
and 𝑛2 invoke the synchronization node (𝑛3) through storing
intermediate data, small-scale information passed between
DAG nodes to communicate data passed through remote
storage [65], and annotation in the key-value store. In this
example, 𝑛1 is the node checking the condition last and is
responsible for invoking 𝑛3. The synchronization node then
loads the intermediate data from the predecessors from the
key-value store.
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Figure 5. Caribou converts the annotated workflow to a
DAG and deploys each stage to an optimal region.

Conditional DAGs: The above semantics enable condi-
tional branches, needed to support serverless DAGs with
conditional edges [63, 85]. Supporting conditional DAGs
adds some complexity. Handling the case where all incom-
ing edges to a node are unconditional, i.e., always taken
(∀𝑒𝑖 𝑗 ∈ 𝐸𝑖𝑛 (𝑛 𝑗 ),𝐶 (𝑒𝑖 𝑗 ) = 1), is straightforward:𝑛 𝑗 is executed
when all predecessor nodes are executed. For a conditional
branch (𝑒𝑖 𝑗 ), a predecessor node (𝑛𝑖 ) marks 𝐶 (𝑒𝑖 𝑗 ) = 0 when
the trigger condition of the edge is not satisfied. In this case:
(1) for all paths between 𝑛 𝑗 to any synchronization node 𝑛𝑠 ,
set 𝐶 (𝑒𝑡𝑠 ) = 0 if 𝑛𝑡 is on 𝑃𝑎𝑡ℎ(𝑛 𝑗 , 𝑛𝑠 ) and has edge 𝑒𝑡𝑠 ;
(2) 𝑛𝑖 checks if 𝑛𝑠 now fulfills the condition to be invoked.

5 Policy
5.1 Determining Optimal Deployment Plan
The fundamental policy decision Caribou makes is the de-
ployment plan (DP in §4), i.e., where to deploy each workflow
stage. The Deployment Solver determines the optimal DP
based on the DAG structure and the corresponding perfor-
mance, carbon, and cost metrics (§7.1). To capture the diurnal
carbon patterns, 24 plans are generated per solve—one for
each hour, given sufficient carbon budget (§5.2). For a work-
flow with execution stages 𝑁 and available regions 𝑅, the
search space is |𝑅 | |𝑁 | , growing exponentially with increasing
workflow complexity and regions. Compliance constraints
can narrow this search space, but the complexity explosion
persists. Since the goal of Caribou is to reduce the carbon
footprint of serverless applications, the DP solver must also
have low computational requirements. A simple approach to
tame the search space is to limit the deployment of all DAG
nodes to the same region, reducing the solver complexity to
𝑂 ( |𝑅 |). However, this approach can be globally suboptimal



Algorithm 1 HBSS algorithm used for finding optimal DP.
𝛼 is number of iterations, 𝛽 is bias, and 𝛾 is temperature.
1: function HBSS(𝐷𝑒𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡𝑠, 𝐻𝑜𝑚𝑒𝑅𝑒𝑔𝑖𝑜𝑛𝐷𝑒𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 )
2: 𝛼 ← |N| × |R| × 6, 𝛽 ← 0.2
3: 𝛾 ← 1.0, 𝑖 ← 0, 𝐶𝐷 ← 𝐻𝑜𝑚𝑒𝑅𝑒𝑔𝑖𝑜𝑛𝐷𝑒𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡

4: while 𝑖 < 𝛼 do
5: 𝑁𝐷 ← GenNewDeplWBias(𝐶𝐷 , 𝛽), i++
6: if ToleranceViolated(𝑁𝐷) then continue
7: if 𝑁𝐷.𝑚𝑒𝑡𝑟𝑖𝑐 < 𝐶𝐷.𝑚𝑒𝑡𝑟𝑖𝑐 orMut(𝛾 , CD, ND) then
8: 𝐶𝐷 ← 𝑁𝐷 , 𝛾 ← 𝛾 × 0.99, 𝐷𝑒𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡𝑠.𝑎𝑑𝑑 (𝑁𝐷)
9: if len(𝐷𝑒𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡𝑠) == |𝑅 | |𝑁 | then break
10: functionMut(𝛾 , CD, ND) ⊲ Stochastic Mutation
11: Δ← ∀|𝐶𝐷.𝑚𝑒𝑡𝑟𝑖𝑐 − 𝑁𝐷.𝑚𝑒𝑡𝑟𝑖𝑐 |
12: return Random < 𝑒

− Δ
𝛾

for not 1) deploying nodes off the critical path to remote,
low-carbon regions and 2) deploying nodes without data
compliance requirements to foreign, low-carbon regions.

Implementing the solver using a breadth-first search (BFS)
strategy proved intractable and resource-inefficient. We de-
cided on a Heuristic-biased Stochastic Sampling (HBSS) al-
gorithm [24, 45], outlined in Alg. 1. It employs heuristics
to explore new deployments and tests for improvement,
leveraging the information obtained as a region bias. The
search terminates either after the complete exploration of
the search space or after 𝛼 iterations, where 𝛼 depends on
DAG size and region count and is dynamically adjusted to
fit in AWS Lambda’s 900-second limit when deployed as a
serverless function. The algorithm’s hyper-parameters were
determined empirically. The developer indicates their pre-
ferred optimization priority between carbon, cost, or latency
(§8). This is then used to determine the best solutions from
the generated deployments.

5.2 Dynamic Triggering of Policy Determination
Caribou incurs overheads primarily from DP generation
(§5.1) that is computationally heavy, and metrics collection
(§7.2) and deployment migration (§6.1) that are data trans-
mission heavy. To offer net gains, the carbon overhead of
these factors must remain lower than the carbon savings
achieved by geo-shifting the workload. On the one hand,
the framework’s deployment region and the frequency of
generating DPs influence the overhead carbon emissions. On
the other hand, the carbon differential between the home
and offload region(s), together with the workflow traffic vol-
ume, affects the potential carbon savings. A dynamic control
mechanism to trigger the deployment determination is re-
quired to balance the two varying effects. To hit a balance
between generating new, potentially more optimal DPs and
the system overhead,Caribou uses a token bucket algorithm
to self-regulate DP generation frequency. This frequency is
enforced through token check times; when a check is due and
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Figure 6. Caribou dynamically determines the DP genera-
tion trigger frequency with a token bucket algorithm. Blue
signifies system components, violet condition checks, and
yellow actions taken by the system.

a pre-determined deployment exists that deployment is ex-
pired, and all traffic is routed to the home region. DPs expire
to account for the dynamic factors influencing optimality,
such as fluctuation in carbon intensities, changes in pric-
ing, and varying workflow distributions. Tokens represent
the carbon budget for system overhead, and the framework
consumes them when the bucket contains enough tokens
for determining new deployments. Tokens are earned dy-
namically based on invocations in past periods and realized
workflow carbon savings. The cost of a DP generation is de-
termined based on workflow structure and the framework’s
region carbon intensity. The granularity of the generated
DP depends on the carbon budget; it can vary from a daily
deployment based on daily carbon forecasts to more granular
hourly deployments using hourly forecasts.

Fig. 6 illustrates the self-adaptive process, orchestrated by
the Deployment Manager (DM). The DM regularly iterates
over all deployed workflows, going through the following
process: If a workflow is new or an existing workflow DP
requires a token check, workflow metrics will be collected.
Functionswith higher invocation counts and longer runtimes
accumulate more tokens. Each token represents the carbon
intensity differential between target regions, allowing us to
estimate the carbon budget. This calculation assumes that
the number of invocations and average runtime in the next
period will be similar to the last period, without considering
any earlier periods, effectively applying a sliding-window
to catch sudden changes in metrics. Similarly, the cost of
generating a new DP is estimated by the complexity of the
application, with more complex DAGs incurring higher gen-
eration costs. The current carbon budget is then compared
to the DP generation costs. If there are sufficient tokens, a
new DP is generated. Regardless of the outcome, the next to-
ken check time is determined by the difference between the
token generation rate and current bucket content, smoothed
by a sigmoid function, to ensure that the next check aligns
with the invocation rate of the past period.



6 Enforcement
6.1 Automated Cross-Regional Deployment
Caribou automatically manages cross-regional function exe-
cution and (re-)deploys the functions to appropriate regions.

Initial Deployment. Developers can initialize the deploy-
ment of a workflow using the Deployment Utility Command
Line Interface (CLI) of the caribou Python package. Cari-
bou automatically packages the source code into Docker
images to facilitate seamless cross-regional deployment, sup-
port more complex dependencies, and establish a shared
execution environment irrespective of the deployed region
(§2.3 Compatibility). This process automatically deploys a
workflow for the first time to the developer-defined home
region that precedes the framework’s dynamic deployments
and acts both as a fallback and a baseline. The home region is
ideally the default deployment location without our adaptive
framework. The deployment utility then works through the
following steps to deploy the workflow functions:
1. Through static analysis on the source code directory, it

generates the workflow DAG (Fig. 5);
2. The utility creates the necessary Identity and Access Man-

agement (IAM) roles and permissions, pushes the Docker
image to the container registry, and creates the function
and messaging services (e.g., AWS SNS) where each func-
tion is subscribed to one topic in its respective region;

3. It uploadsmetadata, such as DP for this workflow, required
by other framework components to the distributed key-
value store.

Re-Deployment. Automating migrations to new regions is
necessary to maximize carbon emission reductions without
burdening developers. The Deployment Migrator solves this
technical challenge by checking whether the migration of a
function to a new region based on the latest DP is required.
If a re-deployment is warranted, the migrator replays steps
(2) and (3) outlined in Initial Deployment, where in step
(2), the migrator uses crane [72], a lightweight library for
image migration between arbitrary container registries, to
copy the image from the home region to a new region. This
low-overhead solution is to not have to rebuild function im-
ages. A new DP is considered active once all functions are
redeployed by updating the corresponding value in the dis-
tributed key-value store. If any function re-deployment fails,
the framework defaults to the home region deployment, such
that the framework does not route any invocation through
an invalid deployment. This process catches potential issues
with deployment, including region unavailability due to in-
creased traffic. The Migrator periodically retries the rollout
of any non-activated DP until it is replaced by a new one.

6.2 Flexible, cross-regional workflow execution
Caribou must be able to handle and enforce cross-regional
workflow execution and traffic routing. No new DP should

necessitate changing the source code. Additionally, the chal-
lenge of control flow invocations and synchronization nodes
needs to be solved to enable a well-rounded framework. The
execution and traffic routing interface must be noninvasive
to the developer’s source code, and thus, all the complexity
of cross-regional execution is hidden away as part of the
function wrapper provided by the caribou Python package.

Invoking a workflow. The rightmost section of Fig. 5 out-
lines the process of workflow invocation. End-user workflow
invocations can occur either by sending requests directly to
the entry function in the home region, which is then auto-
matically re-routed if required, or through a proxy provided
by caribou’s CLI utility. In any case, the wrapper routes 10%
of the workflow invocations to be fully executed at the home
region for performance benchmarking and metric collection.
On a workflow invocation, the initial node or the CLI utility
fetches the current DP from the distributed key-value store,
as indicated in the figure’s blue arrows.

Traffic Routing. The DP determines the current workflow
traffic routing by providing the current mapping𝜓 : 𝑁 ↦→ 𝑅.
Each node can determine the deployment information of
all successors by knowing𝜓 , the DAG structure, and its lo-
cation in the DAG. Determining the current DAG location
during an invocation is not trivial. The information should
be passed on from the predecessor, starting from the known
starting point of the initial node; any subsequent node loca-
tion is determined inductively. When invoking a successor,
the decorator provided in the wrapper copies the DP and
notes the location of the successor, piggybacking it on the
invocation’s intermediate data sent to the successor. The
successor handler decorator retrieves the DP, and the data is
passed to the defined function, ensuring it receives the data
as forwarded by its predecessor.

Pub/sub for invocations. The wrapper invokes function
calls by posting a message to the respective function’s pub-
lisher/subscriber (pub/sub) messaging topic. By posting the
message to the correct region and topic that is part of the
deployment information retrieved from the DP, the wrapper
routes the invocation to the correct successor deployment
without requiring any code changes. Similar to a recent re-
lated work [86], we use pub/sub as a geospatial offloading
glue due to its availability at all major cloud service providers
(e.g., AWS SNS, Azure Service Bus, and Google Pub/Sub) and
its ability to support many programming languages, allow-
ing for future portability. Furthermore, they provide a level
of reliability by requiring subscriber acknowledgment. If no
acknowledgment is received, the pub/sub service automati-
cally retries to deliver the messages. Lastly, pub/sub services
seamlessly integrate with serverless functions as invocation
triggers, ensuring dependable message delivery. The red ar-
rows in Fig. 5 illustrate this process of message posting and
successor invocation.



7 Metrics
7.1 Workflow Metrics and Models
Tomake policy decisions,Caribou requires end-to-endwork-
flow latency, cost, and carbon metrics. The Metric Manager
(MM) component retrieves/models per-node/-edge DAGmet-
rics and combines them to form workflow-level metrics.
Latency. Transmission latency between regions is captured
as a latency distribution for various input sizes, derived from
historical data. In the absence of historical data, the MM
defaults to using CloudPing [70] to estimate transmission
latency. Similarly, the execution time of a workflow stage
in a given region is captured as a distribution (as opposed
to average) from historical data. When such information is
unavailable for a new region, MM defaults to using the home
region’s execution time distribution. This distribution exists
for any nodes with a non-trivial invocation probability.
Cost. The MM calculates the execution cost based on exe-
cution time (𝑡 ) in seconds, configured memory size (𝑚𝑒𝑚)
in megabytes, a fixed per-invocation fee [9], along with ad-
ditional DynamoDB accesses introduced by Caribou for
geospatial shifting [6]. Moreover, the transmission cost is cal-
culated from the associated outbound data transfer (egress) [7]
as well as the costs of SNS messaging used by our frame-
work for function orchestration [8]. We do not consider the
implications of the free tier provided by AWS.
Carbon. Carbon footprint has operational and embodied
components. The MM only models the operational carbon.
Considering embodied carbon is essential for carbon account-
ing [59], but including it in scheduling decisions is not always
accurate. In our setting, as long as capacity is available to
host a function execution, embodied carbon for both the
current and future host nodes will be incurred regardless
of Caribou’s offloading decision. In economic terms, this
is referred to as sunk cost. And if there is no capacity to
offload, there won’t be any offloading. Furthermore, without
extensive publicly available data (including for building con-
struction, land, etc.) to reliably model the embodied carbon
for each region, the most meaningful approach would be to
associate the same embedded carbon per unit of resource
to all regions. Adding the resulting equal embodied carbon
baseline to all regions does not affect their relative carbon
differential, the element leveraged by Caribou.

The operational carbon footprint of execution (𝐶𝑎𝑟𝑏𝑜𝑛𝑒𝑥 )
can be estimated by the power consumed adjusted by power
usage effectiveness (PUE) and the carbon intensity of grid
(𝐼grid) [34, 56, 98, 114]. 𝐼grid can either be the average carbon
intensity (ACI) or marginal carbon intensity (MCI). Prior
work has used both ACI [46, 96, 103] and MCI [26, 67] for
scheduling-related tasks and analysis. There is growing in-
terest in using MCI for carbon-aware optimization, but it can
lead to different decisions [94], highlighting the importance
of continued research. We opted to use ACI due to the high
uncertainty of the MCI signals [103] and the difficulty of

verifying MCI as opposed to ACI, which can be measured
from electricity production data [37].

During the execution, CPU and memory are the predomi-
nant carbon contributors, asmodeled in previous research [56,
93]. The contribution of other components is shown to be
relatively negligible [56]. We use a PUE of 1.11, the average
of the 1.07-1.15 range reported for AWS datacenters [5].

𝐶𝑎𝑟𝑏𝑜𝑛𝑒𝑥 = 𝐼grid ×
(
𝐸𝑝𝑟𝑜𝑐 + 𝐸𝑚𝑒𝑚

)
× 𝑃𝑈𝐸 (7.1)

We use the 3.725e-4 kW/GB, estimated and used by the
community [53, 56], as a basis for energy usage associated
with the serverless function’s memory usage (𝑃𝑚𝑒𝑚):

𝐸𝑚𝑒𝑚 = 𝑃𝑚𝑒𝑚 × (𝑚𝑒𝑚/1024) × 𝑡/3600 (7.2)
The number of vCPUs of anAWSLambda function is based

on its memory size (𝑛𝑣𝑐𝑝𝑢 =𝑚𝑒𝑚/1, 769) [11]. Caribou uses
AWS Lambda Insights [13] to collect cpu_total_time, needed
to calculate average vCPU utilization [27, 102]. The power
consumption per vCPU (𝑃𝑣𝑐𝑝𝑢 ) is then derived using a linear
utilization-based power model [35, 39]. A prior study [98]
estimated that the average power draw per core in AWS dat-
acenters is 7.5e-4 kW when idle (𝑃𝑚𝑖𝑛) and 3.5e-3 kW when
fully utilized (𝑃𝑚𝑎𝑥 ).

𝑃𝑣𝑐𝑝𝑢 = 𝑃𝑚𝑖𝑛 +
cpu_total_time

𝑡 × 𝑛𝑣𝑐𝑝𝑢
× (𝑃𝑚𝑎𝑥 − 𝑃𝑚𝑖𝑛) (7.3)

𝐸𝑝𝑟𝑜𝑐 = 𝑃𝑣𝑐𝑝𝑢 × 𝑛𝑣𝑐𝑝𝑢 × 𝑡/3600 (7.4)

The operational carbon footprint of data transmission
𝐶𝑎𝑟𝑏𝑜𝑛tran can be estimated by the size of data moved (𝑆),
the energy consumption of the data transfer (𝐸𝐹𝑡𝑟𝑎𝑛𝑠 ), and
the average carbon intensity of the route between source
and destination 𝐼route. This methodology was used in prior
network energy characterization studies [15, 30, 40], and
it is a simplified version of a state-of-the-art methodology
proposed by Tabaeiaghdaei et al. [97]. We refer the reader to
the Caribou’s repository for further implementation details.

𝐶𝑎𝑟𝑏𝑜𝑛tran = 𝐼route × 𝐸𝐹𝑡𝑟𝑎𝑛𝑠 × 𝑆 (7.5)
Estimates of 𝐸𝐹𝑡𝑟𝑎𝑛𝑠 vary greatly across studies [15, 20, 40,
68, 69, 79, 88, 104]. As the energy efficiency of data transfer
doubles approximately every two years [15, 20], we extrapo-
late 𝐸𝐹𝑡𝑟𝑎𝑛𝑠 based on these studies to be in the range of 0.001
to 0.005 kWh/GB. To account for this uncertainty due to
limitations of today’s network energy models, we included
a best-case scenario for offloading (0.001 kWh/GB for any
transmission) and aworst-case scenario (0.005 kWh/GB inter-
and 0 kWh/GB intra-region transmission). Future more accu-
rate models will most likely not be out of this range for the
next few years. Caribou’s Metrics Manager can seamlessly
integrate alternative models, as demonstrated by a sensitivity
study of different transmission energy factors (§9.3).

End-To-End Metric Estimation Estimating the end-to-
end latency, cost, and carbon emissions of complex condi-
tional application DAGs is a challenging task [21] warranting
more research, especially when dealing with highly variable



serverless traffic [89]. Prior work [36, 58] has used Monte
Carlo simulations [71] as an effective strategy to tame this
complexity. To support conditional DAGs (§4), the original
DAG’s edge invocation probabilities are sampled to deter-
mine if edges are taken in each simulation. By sampling each
function’s historical execution time and each edge’s trans-
mission latency distributions, the critical path of the partial
DAG—and consequently, the end-to-end execution time—is
determined. Cost and carbon emissions are also calculated
for each simulated scenario. The Monte Carlo simulations
are conducted in batches of 200, continuing until reaching a
low coefficient of variation below 0.05 for the distributions
of end-to-end latency, cost, and carbon footprint or until a
maximum of 2,000 samples. For these distributions, the mean
represents the "average case" used for DP ordering, and the
95th percentile is the "tail case" used to determine tolerance
violations for satisfying the QoS.

7.2 Metric Acquisition and Forecasting
The metrics are based on various sources, requiring different
methods of acquisition, processing, and possibly forecasting.
Additionally, different metric sources may demand varying
acquisition periods (e.g., cloud prices do not change as fre-
quently as carbon intensity). While workflow metrics are
collected upon request by the DM, carbon and cost data can
be collected periodically.

Learning from Past Invocations. Logs from all function
executions are collected, aggregated, and managed by the
MM. The MM maintains a list of the daily invocations of
every workflow in a distributed storage for the last thirty
days and, at most, for the 5,000 latest workflow executions.
If more than 5,000 invocations are currently stored, it starts
selectively forgetting the oldest invocations: only invoca-
tions representing DAG information (e.g., region-to-region
latency) not present in new data are maintained, and others
are removed in a FIFO manner. This ensures the framework
adapts to dynamic workloads without losing data, even if
certain DAG information is no longer pursued. MM also
gathers metrics from AWS Lambda Insights to calculate each
function’s average vCPU utilization and total network traffic.

External Data Sources. The MM also gathers and aggre-
gates data from other external sources, including carbon
intensity from Electricity Maps [38], AWS Price List [14] for
latest prices, and CloudPing [70] for fresh inter-region la-
tency estimation.

From Learning to Forecasting. Another responsibility of
the MM is to perform forecasting with acquired data. Cur-
rently, the manager performs this process for forecasting
carbon intensities, that are later used by the data model-
ing process. Carbon forecasting is needed as the diurnal
patterns exhibited by several regions mean that the best
deployment for carbon objectives might shift throughout

1 from caribou import Workflow

2 workflow = Workflow(name="example", version="0.1")

3 @workflow.serverless_function(

4 name = "Example_Function",

5 regions_and_providers = {"allowed_regions": [{"

region":"region\_1"}]}

6 )

7 def example_function(event):

8 results = workflow.get_predecessor_data ()

9 workflow.invoke_serverless_function(

next_function , intermediate_data , conditional)

Listing 1. Example demonstrating our Python API. The API
consists of one class and three functions.

the day; however, solving the ideal DP for every workflow
DAG at every hour might be infeasible as the overhead in-
curred can outweigh the gains. In that case, to ensure that
infrequently solved deployments may still benefit from the
Caribou framework, carbon forecasting is used for reason-
able future data prediction. MM accomplishes this by using
Holt-Winters Forecasting Exponential Smoothing [52] once
every day using the hourly carbon intensities of the previous
week as input.

8 Developer Interface
Developers interact with the framework in two ways: 1) the
API provided by the caribou Python package, and 2) the
deployment manifest, where they can provide further deploy-
ment details. Caribou currently supports Python, a leading
language in serverless [33, 51].

API: To declare a workflow, developers use the lightweight
API provided by the caribou Python package (Listing 1). In
a main file named app.py, the workflow is instantiated (line
2) to provide helper methods to define the DAG. The func-
tion handler to be invoked on requests is registered using
a decorator (lines 3-6). The developer can specify function-
level configurations, such as region constraints (allow/disal-
low), to enforce function-level data compliance (line 5). The
function parameter (event), holds the value passed in the
invocation.
A call to invoke_serverless_function (line 9) corre-

sponds to a DAG edge. When calling, the handler of the other
function and intermediate data is passed as an argument. The
developer can optionally pass a Boolean variable to indicate
a conditional invocation. This variable is dynamically eval-
uated when the function is executed, and the condition’s
outcome is stored in the distributed annotation table if the
successor is a synchronization node.
The developer can indicate a synchronization node in

the source code by calling get_predecessor_data (line 8).
Upon execution, this API call will retrieve intermediate data
from the predecessors in the distributed table.



Deployment Manifest: In addition to declaring the work-
flows implicitly within the code and providing function-level
configurations, developers must also configure their work-
flows in the iam_policy.json and config.yml file. The
iam_policy.json file specifies identity and access manage-
ment (IAM) permissions. These policies are associated with
every role linked to the deployed serverless workflow (one
per function deployment region).
The config.yml allows developers to define workflow-

level objectives and tolerances. The developer specifies the
"home region"—the initial deployment region of the work-
flow. Additionally, the developer can define the tolerances on
end-to-end latency, carbon emission, and cost per invocation
in this file. These are enforced at DP generation.
Lastly, to enforce regulatory compliance on a workflow

level, developers can specify regions or providers eligible
or prohibited for deployment, where function-level config-
urations supersede workflow-level ones. If no regions are
explicitly allowed, the framework defaults to considering all
potential regions.

9 Evaluation
9.1 Methodology
We evaluate Caribou end-to-end to demonstrate realistic
results in real settings and highlight its capabilities and limi-
tations. The carbon data period is from the 15th to the 21st
of October 2023. Due to space limits, we limit the evalua-
tion to the North American regions us-east-1, us-west-1,
us-west-2, and ca-central-1.

Benchmark workflows: We use five workflows that exem-
plify serverless workflows from simple one-step functions
to complex applications to evaluate Caribou:
1. DNA Visualization [28]: a simple single-step workflow

that, given a DNA sequence file, generates the correspond-
ing visualization.

2. RAGData Ingestion [100]: a two-stage pipeline that, given
an input PDF document, extracts document metadata and
then generates bedrock embeddings for use as a part of a
“Document Chat” LLM application.

3. Image Processing [54]: a fan-out application that, given
an image and a list of transformations, performs those
transformations in parallel.

4. Text2Speech Censoring [36]: similar to the example intro-
duced in §2.4, but with a simplified validation stage.

5. Video Analytics [101]: an application that recognizes ob-
jects in video frames by splitting the video into chunks,
processing them in parallel, and then joining the results.
We evaluated this benchmark using input data from INO’s
Video Analytics Dataset [48].

Table 1 highlights the differences in DAG structures of these
workflows, whether they have synchronization nodes and/or
conditional branches (§4), and tested input sizes. We use

Benchmark DAG Structure Sync Cond Inputs

DNA Visualization ✗ ✗ 69KB / 1.1MB

RAG Data Ingestion ✗ ✗ 33 / 115 Pages

Image Processing ✗ ✓ 222KB / 2.4MB

Text2Speech Censoring ✓ ✗ 1 KB / 12 KB

Video Analytics ✓ ✓ 206KB / 2.4MB

Table 1.We used benchmark workflows with different struc-
tures, features, and input sizes to evaluate Caribou. Bench-
mark code and input data are publicly available in the Cari-
bou GitHub repository.

small and large input sizes to show the sensitivity of our
results to input variability. In practice, input sizes may vary
greatly and undergo distribution shifts. Caribou captures
these shifts by learning from the most recent invocations
and adapts the deployment plan if necessary.

Workload Invocation and Traffic:We use a uniform invo-
cation pattern to evaluate trade-offs and high-level aspects.
Continuous evaluations (§9.5, §9.7) used the 2021 Azure Func-
tions invocation trace [17, 110].

Fair and Controlled Experiments: In all evaluations, we
report the relative carbon emissions for comparative argu-
ments about deployments to specific regions. Additionally,
we take the following steps to ensure a fair evaluation:

(1) All benchmarks access external storage and services at
or close to their home region. Fixing these external data and
services is important because, in the real world, some applica-
tions may need to access fixed data or services that cannot be
migrated. Migrating these applications can significantly im-
pact performance, cost, and carbon, especially when data is
not migrated; (2) All experiments evaluate the service time of
the application from the moment the request is first received
by the first function to the end time of the last function(s)
of a workflow. This is to ensure a consistent comparison of
workflow performance among alternative deployment plans
(§9.4) and orchestration approaches (§9.6); (3) We choose
random subsamples of inputs from input sources (in indi-
cated size). While Caribou is able to handle more complex as
well as changing workload patterns, we use this approach to
simplify the plots while highlighting the input’s impact; (4)
All experiments show both the best- and worst-case model
regarding transmission carbon (§7.1);

9.2 Insights on Effectiveness of Geospatial Shifting
Fig. 7 shows the carbon savings compared with running
everything in us-east-1 using manual static deployment
and Caribou with different sets of regions. Our insights are:

I1: Static deployment to regions with lower carbon in-
tensity does not necessarily reduce a workflow’s carbon
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and fully colored being 0.001 kWh/GB and same within region).

emissions. us-west-1 and ca-central-1 have 6.1% and
91.5% lower average carbon intensity than us-east-1 in the
experiment period (us-west-2 has comparable average in-
tensity). Coarse grained, single-region deployment of work-
flows can worsen carbon emissions depending on the input
size and the transmission carbon scenario. Additionally, any
static deployment misses out on leveraging cross-regional
carbon intensity variations (§2.1).

I2: An adaptive framework is needed to control geo-
shifting across workflows, or even for different inputs
of the same workflow. Caribou tames the spikes in excess
carbon emissions through not offloading data transmission
heavy applications such as Image Processing in the worst-
case, where a non-adaptive framework can cause significant
overhead. This shows that adaptiveness is also needed based
on applications’ input size. For example, RAG Data Inges-
tion under the worst-case model, given a small input, could
benefit from being singularly offloaded to ca-central-1;
however, for the large input, that strategy generates more
carbon than simply staying in the home region.

I3: Benefits of geospatial shifting depend on the mix
of available regions. This is due to the different and vary-
ing carbon intensity patterns in different regions (§2.1). If
we zoom into the three two-region combinations for the
Text2Speech Censoring benchmark, we observe that depend-
ing on the combination, the reductions vary but are all more
than any individual involved region. If we extend the two-
region combinations with a third, low carbon region such
as ca-central-1, we see additional gains. This offloading
would not have happened with compliance constraints.

I4: The effectiveness of geospatial shifting depends on
the application’s compute-to-transmission ratio. When
geospatially shifting, the effectiveness depends on input size
and workflow makeup. Transmission-heavy workflows ben-
efit less from geospatial shifting than compute-heavy ones;
migrating more data can offset carbon savings from regions
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Figure 8. Geospatial shifting offers more carbon savings
with increased Execution / Transmission ratio.

with cleaner power grids. Fig. 8 additionally showcases this
relationship, where we compare the normalized carbon over
the execution to transmission ratio. We calculate the ratio
using our modeled energy usage data based on collected
workflow execution data.

I5: Holistic geospatial shifting offers substantial gains.
Caribou considers novel angles to determine carbon-optimal
deployments (§5.1). Achieving a carbon reduction of an av-
erage (geometric mean) of 22.9% to 66.6%, respectively, for
the worst-case and best-case transmission carbon scenarios
(Fig. 7), Caribou demonstrates the significant potential of
carbon-aware geospatial shifting approaches. More research
is needed to unlock even more savings for serverless work-
flows and, more importantly, pave the way for extending
techniques presented in this work to new workloads.

9.3 Transmission Energy Intensity to Carbon Saving
Fig. 9 shows the average (geometric mean) results for the
five studied workflows given different transmission energy
factors and demonstrates the adaptability of the framework
to changing carbon accounting and modeling approaches.
We evaluated the scenario where the transmission factor is
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Figure 9. Geometric mean of normalized operational car-
bon for different transmission energy factors when using
Caribou for us-east-1, us-west-1, us-west-2, and ca-
central-1 regions.

equal between all regions (left sub-figure, Scenario 1) and
where intra-region data transmission between the same re-
gion is free (right sub-figure, Scenario 2). The red vertical line
shows the best- and worst-case scenarios for shifting (cap-
tion of Fig. 7) in the left and right sub-figures, respectively.
This study shows that geospatial offloading, while already
achieving significant carbon savings, especially in Scenario
1, will become increasingly more beneficial as the energy
consumption of data transfer continues to decrease [15, 20],
the benefit of this increase in energy efficiency is more evi-
dent in Scenario 2, where the normalized carbon decreases
significantly as the transmission energy factor approaches
10e-4 kWh/GB. As transmission energy factor approaches
zero, geospatial shifting frameworks such as Caribou can
offer carbon reduction of 91.2% (geometric mean), nearly
fully leveraging the difference in carbon intensities between
power grids (Fig. 2), hindered by differences in application
execution time between regions.

9.4 Carbon Efficiency and Latency Tolerance
Incorporating tolerances on DP generation, such as workflow
end-to-end latency (outlined in §8) on the generated DPs,
enables developers to meet Quality of Service (QoS) require-
ments while still benefiting from carbon reductions. Fig. 10
illustrates how varying workflow runtime tolerances lead
to different deployments with different normalized carbon
emissions by evaluating the ratio of the 95-percentile tail ser-
vice time of deployment over QoS, defined as 95-percentile
tail service time of a single region deployment in us-east-1
augmented by runtime tolerance. This ratio, shown in the fig-
ure as Relative Time, can be used to visualize if a workflow
meets or violates QoS constraints (higher than 1.0 signifies
violation). We examine this effect on the DNA Visualiza-
tion, where we see that as the latency tolerance of workflow
execution increases (from 0% to 10% over the deployment
in the home region us-east-1), the freedom of the frame-
work to offload parts or the whole application to regions
with lower carbon intensity also increases. The framework
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Figure 10. Carbon emissions under different latency toler-
ances when using Caribou to determine optimal DPs for
us-east-1, us-west-1, us-west-2, and ca-central-1.

generally observes the QoS tolerances while reducing the
relative carbon emissions of the workflow. The decisions
Caribou makes reflect a conservative end-to-end latency
modeling, where for low tolerances, the algorithm generally
does not offload, especially since DNA Visualization as a one
function application does not offer any offloading of stages
off the critical path. Very short-running workflows such as
Image Processing are more sensitive to the data transmis-
sion scenario (Fig. 12), where the algorithm progressively
offloads more and more fan-out nodes as runtime tolerances
increase (starting from shorter running nodes to longer run-
ning nodes) to adhere to QoS requirements. Additionally,
the algorithm generally decides to remain in the home re-
gion and thus does not cause any runtime overhead in the
worst-case scenario.

9.5 Efficiency of Self-Adaptive Re-Deployment
Fig. 11 captures the week-long operation and visualizes the
decisions made by the deployment solver over time. New DP
generation points are marked with vertical lines. Initially,
the framework enters a learning phase, optimizing deploy-
ment regions daily and subsequently transitioning to a lower
frequency schedule. Due to a stable input distribution, Cari-
bou’s DP converges to a relatively stable number of DPs
where all three DP generations generate similar 24-hour
DPs. However, the frequency of metric collection remains
unchanged, given that carbon data and workloads may not
always remain stable, and drastic changes may result in pre-
viously optimal DP’s being suboptimal or, in a more extreme
case, more carbon-intense. Generally, Caribou generates
DPs that offload the workflow to the lowest-carbon region
for that time. This is true both under the best-case scenario
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AWS Step Functions, Amazon SNS, and Caribou. SNS is
included as the function-to-function messaging channel in
Caribou, but by itself does not support synchronization.

where all three regions are viable offloading options, and
under the worst-case scenario where, due to the high trans-
mission carbon overhead of the large input, keeping the ma-
jority of the nodes of the workflow in us-east-1 presents
the sole feasible solution. In the worst-case scenario, the fine-
grained orchestration nature of Caribou allows some less
transmission intensive nodes to be offloaded to regions with
a lower carbon intensity, as observed on October 15 between
2 pm-11 pm. Nonetheless, we observe a notable limitation in
carbon emission forecasting on October 17, 6 am-12 pm in
the best-case scenario, attributed to a carry-over from the
previous day’s inaccurate prediction.
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Figure 13. (a) Increasing total carbon per invocation and (b)
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9.6 Performance Overhead Characterization
We compare the performance overhead of Caribou with
AWS Step Functions and basic orchestration via SNS to in-
voke subsequent functions. We compare to AWS Step Func-
tions, as it is a first-party service explicitly designed to pro-
vide serverless orchestration. We additionally compare to
SNS as Caribou uses it, allowing us to assess the additional
overhead imposed by our framework. Fig. 12 shows that per-
forming function orchestration on AWS Step Functions re-
sults in the lowest workflow execution time, arising from the
faster transition between application stages, likely due to the
proprietary optimization techniques employed by AWS Step
Functions. AWS Step Function is, on average, 12.8% and 2.17%
(geometric mean) faster for small and large input sizes, re-
spectively, than similar implementations in SNS. Caribou’s
function orchestration introduces less than 1% (geometric
mean) overhead for small and large input sizes over simi-
lar implementations in SNS. When compared to AWS Step
Function, Caribou incurs 5.72% and 2.71% (geometric mean)
additional workflow execution time for small and large input
sizes, respectively. Notably, the latency overhead of Caribou
decreases with increasing application execution duration, as
seen from the drop of relative overhead for large input sizes
over smaller ones. Conversely, the overhead increases with
increasing DAG complexity, as exemplified by contrasting
the negligible overhead of a one-stage application of DNA
Visualization to the complex application with fan outs and
synchronization branches exemplified by Video Analytics.

9.7 Adaptive Learning and Solving Period
We disable the dynamic triggering policy (§5.2) and evaluate
the sensitivity of the carbon overhead to different policy de-
termination frequencies. We use the Text2Speech Censoring
benchmark with a small input, where the deployment solver
runs for a total of ∼534s for 24-hour granularity (24 solves)
DP generation and incurs ∼1.98e-2 gCO2eq when executed
in ca-central-1, with a break-even point of 91 invocations
in the worst-case scenario. We sweep the DP generation fre-
quency in a week: from once to seven times. For this study,
the number of invocations affects the framework cost per
invocation. We chose the 5th percentile DAG reported from



Framework Objectives Deployment
Granularity

Dynamic Workflow
Migration

Geo-
spatial

Multi-
Stage

Control
Flow Sync Nodes Transmission

Overhead Supported Providers

AWS Step Functions [10] ✗ Coarse ✗ ✗ ✓ ✓ ✓ ✗ AWS
GCP Workflows [44] ✗ Coarse ✗ ✗ ✓ ✓ ✓ ✗ Google
Azure Logic Apps [18] ✗ Coarse ✗ ✗ ✓ ✓ ✓ ✗ Azure

Serverless Multicloud [112] Latency Cost Fine ✗ ✗ ✓ ✗ ✗ ✗ AWS, Google, Alibaba
BPMN4FO [109] ✗ Coarse ✗ ✗ ✗ ✓ ✗ ✗ AWS, Azure, IBM

xAFCL [84] Latency Cost Fine ✗ ✓ ✓ ✓ ✗ ✗
AWS, Azure, IBM, Google,

Alibaba
OpenTOSCA [105] ✗ Coarse ✗ ✗ ✓ ✓ ✓ ✗ AWS, Azure, IBM, Google,...

Carbon Aware GSLB [67] Carbon ¨ Coarse ✗ ✓ ✗ ✗ ✗ ✗ Azure
GreenCourier [26] Carbon ¨ Coarse ✗ ✓ ✗ ✗ ✗ ✗ Google

Caribou Carbon ¨
Latency Cost Fine ✓ ✓ ✓ ✓ ✓ ✓ AWS

Table 2. Taxonomy of different capabilities of frameworks for serverless cloud workflow deployment.

Azure characterizations [65], with ∼1.6K average daily invo-
cations. For DAGs with a different number of invocations,
the framework overhead would be amortized proportionally.
Fig. 13(a) shows that more frequent deployment updates do
not incur any significant framework overhead relative to
carbon savings but also do not significantly decrease the car-
bon emissions from running the workflow. Fig. 13(b) shows
forecast quality does not worsen linearly with increasing
forecast window (leftward X-axis). To reduce forecasting
overhead, we re-implemented the Monte Carlo simulation
in Go, doubling performance compared to Python while
maintaining forecast accuracy. In the case of Text2Speech
Censoring, it drops the DP generation time to only ∼276s
for 24-hour granularity (24 solves).

10 Limitations
Based on our discussions with power and sustainable com-
puting experts, we are aware of one limitation of our pro-
posed geospatial shifting vision. Our work assumes that the
carbon intensity of electrical grids is independent of work-
load shifting. This assumption only holds if the power con-
sumption of the shifted workload is small enough compared
to the scale of the energy provider. While this dynamic can
(and should) be modeled, unfortunately, there is currently no
way to associate the marginal carbon intensity of grids with
a specific consumer. This remains an open research question
for energy and computing experts.

11 Related Work
The background in this space was extensively discussed
in §2.2. Table 2 compares Caribou with other frameworks
for serverless workflow deployment. These frameworks can
be broadly categorized into provider-specific solutions for
workflow deployment [10, 18, 44], offering a rich toolset
for complex applications with additional concepts such as
fan-outs. An additional cluster of frameworks concerns them-
selves with deployment and provisioning of workflow chore-
ographies [84, 109] and topologies [105], offering rich en-
vironments for modeling of cloud workflows. Many have
also specifically extended their frameworks to deploy server-
less workflows in multi-cloud settings [112], but are more

in a proof-of-concept stage of development. Distributing
workloads geospatially is an active research area, particu-
larly in ML training [83, 92, 108]. However, the challenge
of allocating resources dynamically based on collected data
differs significantly from allocating them for one-time use.
Moreover, existing solutions are neither comprehensive nor
specific enough to support the deployment of arbitrary, com-
plex serverless computation graphs and do not account for
the transmission overhead of workflows. Lastly, a host of
recent works consider carbon for geospatial workflow de-
ployment [26, 67] or across different generations of hard-
ware [50]. They are not fine-grained, focus on offloading the
execution of singular serverless functions geospatially, do
not consider transmission carbon, and do not support DAGs.

12 Conclusion
Caribou is a framework to reduce the operational carbon
emissions of serverless workflows through geospatial shift-
ing. It is the first framework to holistically consider the car-
bon effect of data transmission, latency and cost implications
of migration, and overhead of the control logic. Our findings
reveal the untapped potential of geospatial shifting in re-
ducing emissions for seemingly complex workflows. Future
research is needed to enhance the accuracy of data transfer
emission models, better understand the limits of geospatial
shifting, and expand the benefits to broader workloads.
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